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The controllability of positive or negative environmental events has long been
recognized as a critical factor determining their impact on an organism. In
studies across species, controllable and uncontrollable reinforcement have
been found to yield divergent effects on subsequent behavior. Here we present
a model of the organizing influence of control, or a lack thereof, on the
behavioral repertoire. We propose that individuals derive a generalizable
estimate of agency from controllable and uncontrollable outcomes, which
serves to calibrate their behavioral strategies in a manner that is most likely
to be adaptive given their prior experience.

The Organizing Influence of Control

Humans, and other animals, are remarkably attuned to their ability to effect change in the world
around them. By taking action and observing the consequences, individuals can assess what
outcomes they are — or are not — able to influence. When voluntary behavior can be used to
bring about desired or beneficial outcomes, an individual has control. As the phenomenon of
learned helplessness famously established [1-3], controllability of biologically relevant
outcomes can radically alter subsequent behavior. Here we present a cognitive and neurobio-
logical model of the profound influence control exerts on the behavioral repertoire of the
organism. We argue that both humans and animals draw on past experiences to estimate
whether opportunities for control are likely in a novel environment. Such estimates of agency
serve to calibrate ongoing behavioral strategies, promoting proactive goal-directed and explor-
atory behaviors when opportunities for adaptive instrumental action are likely and innate
reactive behaviors when the environment is assumed to afford little control. We illustrate
the principles of this model using the example of defensive behavior and propose that the
same principles also govern reward-guided behavior. This conceptual framework may provide
insight into the divergent cognitive and psychological effects of high- and low-control environ-
ments. The goal of this review is to synthesize the disparate literature relevant to this topic, thus
generating new insight into the psychological and neurobiological processes that contribute to
the effects of control on behavior.

Using Estimates of Agency to Calibrate Subsequent Behavior

We define agency as the perceived breadth of an organism’s influence over its environment. By
ascertaining the relationship between actions and motivationally significant outcomes, humans
and animals can infer which aspects of a particular context are under their control (Box 1).
Repeated experiences in which important outcomes are controllable suggest a wide sphere of
influence, whereas repeated experiences with uncontrollable outcomes suggest a sphere of
influence that is relatively narrow. Thus, agency reflects an estimate, inferred over some
aggregate of past experiences, of whether important environmental events and stimuli are
predominantly controllable (i.e., high agency) or are consistently outside one’s control (i.e., low
agency).
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Across species, the ability to control
important outcomes has a powerful
effect on subsequent behavioral
responses to environmental challenges.
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of control, are used to bias the organ-
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Box 1. Action—-Outcome Learning as the Basic Unit of Inference for Agency Estimation

We propose that estimates of agency are drawn from learned relationships between actions and contingent outcomes
that either directly enhance adaptive fithess or carry some indirect fitness benefit. Neutral outcomes, even if fully under
the control of an action, are less relevant to agency estimation.

To infer a contingent action—-outcome relationship, the outcome must follow the action more frequently than it occurs
randomly. While covariance between action and outcome is a necessary minimal requirement for instrumental learning,
it is not entirely known how humans and animals learn precisely which action yields a particular outcome, particularly
when actions and outcomes are separated in time. This ‘credit assignment’ problem, which is the subject of a broader
literature on reinforcement learning [69], highlights the complexity of determining controllability, even when actions and
outcomes are correlated.

Specific features of action-outcome relationships can either promote or undermine inferences of controllability [9] and
thus contribute to agency estimation. For instance, a single action can yield multiple outcomes. If one of those outcomes
is more likely, or if cues in the environment provide information about which contingency to expect, this circumstance
may contribute to an inference of control. However, outcomes can also be highly entropic, occurring at relatively low
probabilities with no means to determine which outcome will follow the action. As controllability requires that an action
be a reliable means to achieve a particular outcome, entropic action-outcome relationships undermine the inference of
control, even if a weak but discernible relationship exists between the action and each outcome.

Conversely, when multiple actions lead to a single outcome this bottleneck reduces the perception of controllability.
While it can be useful to have multiple means by which to attain an important goal, when many actions yield only one or a
few outcomes a sense of those outcomes’ inevitability reduces a sense of control. Moreover, other important outcomes
may be perceived as unachievable.

Thus, aninference of control is likely when low-entropy relationships exist between one or a small number of actions and
a specific desired outcome and when an increasing repertoire of such relationships facilitates the achievability of multiple
possible goal states in a particular context [9].

We propose that humans and animals generalize estimates of agency to uncertain novel
situations. Akin to a Bayesian prior (i.e., an a priori belief about an uncertain property of the
environment), agency estimates provide a best guess of the probability that a novel situation will
be controllable and thus can inform how best to respond to environmental challenges. While the
specific inferential principles governing this generalization process are not well understood
(Box 2), here we argue that estimates of agency calibrate an individual’s response along a
behavioral continuum ranging from proactive (‘What can | do in this environment?’) to reactive
(‘What can this environment do to me?’). Thus, agency estimates orchestrate a behavioral
strategy that, according to historical experience, is most likely to be adaptive (Figure 1).

Fundamentally, a reactive profile of behavior comprises responses drawn from an innate
repertoire selected over an evolutionary timescale [4]. These responses can be directly elicited
by environmental threats [5,6] or rewards. This can be highly adaptive, as many environmental
challenges require a response that can be deployed rapidly without an intervening volitional
process. Moreover, reactive behavior requires no explicit consideration of the causal con-
sequences of the elicited reaction (i.e., no action—outcome learning). Thus, in situations
affording little opportunity for control (i.e., few beneficial outcomes that are contingent on
one’s actions), an individual can rely on these reactive strategies to cope with behavioral
challenges.

By contrast, a proactive profile of behavior takes advantage of the ability to bring about
important outcomes through action. Proactive behavior is characterized by the tendency to
explore and discover the structure of available reinforcement opportunities in the environment
and to exploit learned action—outcome relationships to achieve one’s current goals. Proactive
responding depends on diverse cognitive processes that support the discovery and represen-
tation of relevant action—outcome contingencies (i.e., a cognitive model of the current context)
and the evaluation and selection of appropriate goal-directed actions [7]. When such
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Box 2. Generalization of Agency Beliefs

When an individual infers control across diverse scenarios and contexts, this gives rise to the higher-order inference of
agency, or the likelihood of the ability to exert control, within a novel context. We contend that humans and animals use
this generalizable inference of agency to calibrate how threat evaluation systems respond to ambiguous stimuli, thus
striking the necessary balance between appetitive and defensive behavior. The value of generalizing beliefs about
agency is predicated on the assumption that what is learned in one context can be applied to another. However,
contexts (which may incorporate temporal and spatial features [70]) may differ substantially in the degree to which they
afford control. For example, control may be lower in another person’s home than in one’s own, in the presence of amore
socially dominant conspecific versus in their absence, or when danger is imminent versus distant. When novel contexts
are encountered, beliefs about agency may be modulated by the similarity of the current context to those in which
controllability has been evaluated in the past.

Cues associated with the environmental conditions in which control is inferred may facilitate its generalization. For
example, a vending machine that is lit up suggests the presence of electricity, which is a necessary but not sufficient
condition for food delivery. Neither the light nor the electricity it indicates directly causes the food to be delivered.
Instead, they signal the opportunity to successfully implement a learned action—outcome relationship. Such stimuli,
sometimes referred to as ‘occasion setters’, are analogous to discriminative stimuli used in animal learning tasks, which
may, for instance, signal that a lever press will be reinforced with food [71,72]. One important feature of these cues is that
their absence does not alter learned action—outcome relationships. A vending machine without electricity does not
support the conclusion that food can no longer be obtained from similar lit-up machines but instead signals a likely
absence of control that is specific to the current scenario. Thus, the presence of such contextual cues may promote the
transfer of specific learned action—outcome relationships, and control expectancies, from context to context, while their
absence may signal contextual exceptions. Thus, individuals can use contextual cues to disambiguate circumstances of
high and low agency, allowing them to deploy proactive or reactive strategies in a manner that is appropriate for a given
situation.

Truly novel contexts that bear little similarity to past environments may draw on a more global agency estimate that
aggregates over the individual’s cumulative prior experiences of control in a context-independent manner (akin to
Rotter’s concept of a trait-like ‘internal locus of control’ [50]).

Estimate of agency

Consistently Consistently
controllable uncontrollable
environment environment

Inference of controllability

Contingent outcomes Non-contingent outcomes
Low entropy High entropy
High achievability Low achievability

Action—outcome evaluation

Proactive Reactive

Trends in Cognitive Sciences

Figure 1. Estimates of Agency Stem from a Series of Nested Inferences. In a given situation, individuals evaluate action-outcome contingencies. Low entropy
(i.e., predictability) and high achievability of contingent action-outcome relationships support an inference of control, whereas the converse suggests a lack of control.
An estimate of agency is drawn from multiple assessments of the controllability of important outcomes. We argue that this estimate, indicating the perceived breadth of
an individual’s influence, determines whether novel challenges are met with a proactive or reactive behavioral strategy. This, in turn, alters the manner in which the
action-outcome contingencies in novel situations are explored and evaluated, creating a positive feedforward loop when the environment is consistently controllable. If
action—outcome evaluation repeatedly supports inferences of minimal controllability, low agency estimates promote the kind of reactive responses best suited to an
environment in which threats and challenges are not well managed through learned behavior.
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deliberative action selection can yield a better outcome than the reactive ‘default’ behavior, the
cognitive costs of proactive responding are warranted [8]. However, in uncontrollable contexts
the cognitive and physical effort involved in exploration, contingency assessment, and action
selection is wasted.

To the extent that individuals can correctly predict the level of control afforded by a new
environment based on their past experience, they stand to benefit by calibrating their behavior
accordingly. Conversely, mismatches between an individual’s estimate of agency and the true
degree of environmental controllability can be costly [9]. In the next section, we use defensive
behavior as a means to examine how estimates of agency guide adaptive defensive responses
by calibrating an individual’s tendency to rely on proactive versus reactive behavioral strategies.

‘Error Management’ and Reactive Defensive Behavior

There are circumstances in which it can be adaptive to assume the worst. A shadow passing
overhead or the sound of footsteps approaching from behind can signify the presence of a
predator or an assailant. Yet in many situations, these cues may not signal threat at all. While
such stimuli are ambiguous and interpretation of their significance is prone to error, not all errors
are equally costly. Because undetected threats can have potentially lethal consequences, the
mistaken assumption of safety in the presence of danger has a disproportionately high cost. By
contrast, there is a much lower cost to incorrectly assuming danger when one is safe.
According to error management theory, this asymmetry has fostered the evolution of threat
detection systems that are innately biased toward false positives [10,11]. The tendency to
assume danger in ambiguous situations is thus an adaptive default setting for defense circuits in
the mammalian brain [2,5,6].

Threat evaluation circuits can protect the organism by evoking a reactive profile of defensive
responses in response to the prediction of potential danger. These ingrained response
strategies, as well as the physiological changes that promote them, are drawn from an innate
behavioral repertoire. In rodents, for example, innate defensive reactions fall along a continuum
determined by the proximity of danger [6]. Exploratory risk assessment occurs when a far-off
danger is detected, transitioning to freezing when the source of danger is directly encountered
and culminating with fleeing at the point of maximum peril. For instance, looming shadows,
regardless of their source, tend to produce rapid immobility in rodents, probably because they
signify a potential encounter with an avian predator [12]. Humans show an analogous contin-
uum of defensive reactions, such as anxious checking, immobility, and flight [13,14]. As
suggested above, these innate reactions offer the advantage of speed [5], which is crucial
in moments of existential threat. Moreover, because of their relationship to consistent aspects
of a species’ behavioral ecology, they also represent a kind of evolutionarily hard-wired ‘best
guess’ for how a given animal should respond to the potential worst-case scenario. In this
manner, a threat evaluation system biased toward false positives can yield substantial adaptive
benefits.

Opportunity Costs of Reactive Defensive Biases

While there are benefits to possessing a threat evaluation system that tends to produce false
positives, there are also costs. Because defensive reactions typically divert attentional focus,
arrest motion, and promote behavioral withdrawal from aversive stimuli, they have a highly
disruptive effect on other adaptive behaviors. A classic example is conditioned suppression, a
form of Pavlovian-to-instrumental transfer in which an aversive cue halts food-seeking behav-
ior, even in animals highly motivated by hunger [15]. Defensive reactions across diverse species
produce similar opportunity costs by interfering with foraging, various forms of social behavior,
and other reward-motivated behaviors [16].
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This fundamental tension between defense and other essential activities is at the heart of
mammalian behavior, as described in optimal foraging theory [17]. A behavioral repertoire
dominated by reactive defensive responses to ambiguous stimuli will fail to take advantage of
the potential rewards afforded by the environment, while an under-reactive threat detection
system can prove lethal. How does the organism strike a balance between appetitive action
and defense that is appropriate for its environment?

We argue that estimations of agency are used to solve this problem by calibrating the brain
circuits of defense. Given our conceptualizations of proactive and reactive behavior, an
individual’s position on the continuum between these opposing response profiles informs
how threatening stimuli are evaluated and dealt with. If past experience dictates that danger
tends to defy control, it is beneficial to produce a reactive defense even when stimuli are
ambiguous. The resulting reaction, which can be elicited with minimal information, confers
adaptive benefits by reducing the possibility of injurious false negatives (i.e., the mistaken
assumption that one is safe when one is actually in danger). Conversely, when the environment
tends to be controllable, threats can probably be addressed using an acquired behavioral
strategy. False positives, by disrupting ongoing forms of adaptive behavior, will carry substantial
opportunity costs.

Thus, estimations of agency can inform whether reactive or proactive behavioral strategies are
likely to be most adaptive depending on what one’s past experience suggests about the
controllability of the environment. In the next section, we review empirical data that provide
support for our account of how agency orchestrates defensive behavior.

Controllability Alters Defensive Behavior

Empirical research demonstrates the profound influence of controllability on defensive
behavior. Corroborating early demonstrations of learned helplessness [1,3], exposure to
uncontrollable electric shock in rodents increases defensive reactions (e.g., freezing) to
threat-associated cues and contexts [18], induces endogenous opioid-mediated analgesia
[19], attenuates social exploration [20], and impairs instrumental learning in later controllable
contexts [21]. Strikingly, controllable shock exposure produces an opposing behavioral
profile, decreasing freezing, increasing social exploration, and improving instrumental
learning, often to levels exceeding those of unstressed control animals (see [22] for a review).
Further evidence comes from the signaled active avoidance paradigm, in which animals learn
that a shuttling action performed during a cue prevents shock delivery. Initially, animals freeze
to the shock predictive cue, but as the proactive behavior is acquired, reactive behavior
becomes suppressed [23]. Intriguingly, active avoidance training robs the aversive stimulus of
its ability to disrupt ongoing forms of appetitive behavior (i.e., conditioned suppression).
Presentation of the shock-predictive cue while animals are lever-pressing for food causes less
behavioral interference in animals with previous avoidance training [24—26]. Similar to control
over a shock itself, the ability to terminate the presentation of shock-predictive cues also
attenuates subsequent reactive freezing [27].

There has been little direct examination directly comparing the effects of prior controllability on
the response to certain versus ambiguous predictors of danger (e.g., the actual presence of a
predator versus a looming shadow). Consistent with evidence that control does not diminish
freezing to a predator odor [18], estimates of agency might specifically inform the response to
ambiguous stimuli without altering the reactive response to aversive stimuli that are highly
dangerous and definitively uncontrollable.

Bidirectional effects of controllability are also evident in humans, with uncontrollable shock
potentiating and controllable shock diminishing subsequent physiological conditioned
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responses to stimuli signaling potential threat [28] and control attenuating conditioned
responses to novel learned threats [29]. Collectively these findings are consistent with our
proposal that increases in agency engendered by control over shock yield a more proactive
behavioral setting, attenuating the reactive response to threatening stimuli.

Strikingly, both the inference of controllability and its behavioral consequences appear to
generalize across valence, suggesting that experiences of control over rewarding outcomes
may be equally important as control over stressors in shaping an individual’s reliance on
proactive versus reactive behavioral strategies (Box 3).

The Amygdala and Pavlovian Defensive Reactions

In both humans and animals, the amygdala is a central node in the brain’s threat-processing
network (Figure 2). This cluster of nuclei in the medial temporal lobe can detect relationships
between environmental stimuli and dangerous outcomes (i.€., aversive Pavlovian learning) and
use this information to coordinate defensive reactions when those stimuli are encountered in
the future. In a typical Pavlovian conditioning experiment, a rodent learns that a tone predicts an
aversive shock. Subsequent presentation of the tone evokes a host of defensive reactions,
including changes in cardiac output, altered hormonal levels in the blood, and immobility or
freezing [30,31]. Information about the tone and shock is integrated in the lateral nucleus of the
amygdala [32,33] before being routed to the central nucleus [34], which is a key output
structure. The projection targets of the central amygdala, such as the periaqueductal gray
of the midbrain (a key driver of freezing [35]), mediate distinct aspects of the response to the
tone [36]. Via this circuitry, a tone associated with even a relatively mild shock can elicit an innate
behavior designed to deter predation [6].

In humans, damage to the amygdala prevents the production of defensive reactions in
response to a stimulus that predicts an aversive shock, although the declarative memory of
learning remains intact [37,38]. Brain imaging data further support the role of the amygdala in
threat processing and defense [39] while also suggesting the contribution of brainstem regions
(e.g., the periaqueductal gray) to the expression of reactive defensive behavior [40]. These
results lend support to the idea of a subcortical threat-processing system that is highly
homologous in mammals.

Box 3. Inferences and Effects of Agency Generalize across Valence

Both the inference of agency and its modulation of subsequent behavior appear to generalize across aversive and
appetitive valence domains. Providing animals with non-contingent ‘free’ food and water leads to later impairment in
learning to obtain controllable contingent food rewards [73]. Furthermore, non-contingent reward impairs subsequent
shock avoidance learning [74], indicating that lack of control over rewarding outcomes disrupts proactive learning in the
aversive domain. Experience with operant control over various types of appetitive reinforcement has been reported to
improve subsequent avoidance learning [74], increase exploratory behavior [75], and reduce neophobia [76]. Similarly,
control over an aversive foot shock improves subsequent instrumental reward learning [77].

In a classic experiment [75], rats were reared from birth in a contingent environment in which they were able to control
the delivery of food and water as well as lighting conditions. Compared with animals reared without control over these
salient environmental elements, these rats showed a strong reduction in wall-clinging behavior in an open field, a
defensive reaction to environments that lack cover but do not present any particular danger (an ambiguous potential
threat). This reduction in reactive defensive responses facilitated their exploration of the novel test environment, an
important aspect of the rat’s basic foraging behavior.

Collectively, this evidence suggests that consistent experience with control over reinforcement, regardless of whether it
is in the appetitive or the aversive domain, yields broad attenuation of reactive behaviors and promotes exploration and
proactive goal-directed learning.
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Figure 2. Proactive and Reactive Responses to Threatening Cues Are Mediated by Distinct Pathways
Emanating from the Lateral Amygdala (LA). Arrows represent information flow across neural pathways that may be
multisynaptic. Reactive behaviors require the flow of information from the LA to the central nucleus (CE), which projects to
brainstem regions that underpin innate responses such as freezing. By contrast, proactive behaviors require the flow of
information from the LA to the basal amygdala (BA), which projects to the ventral striatum (VS), an important substrate of
active avoidance and other goal-directed behaviors. Connections between the striatum and prefrontal cortex implicated in
action—outcome learning are proposed to play a central role in the detection of instrumental control. Resulting increases in
activity in the ventromedial prefrontal cortex (vmPFC) reduce the expression of reactive behaviors via projections to the
amygdala as well as other midbrain and brainstem nuclei.

The Neurocircuitry of Proactive Defensive Behavior

Proactive and reactive responses to threatening cues are mediated by distinct amygdalar
output pathways. In a signaled avoidance paradigm in which an action performed during a tone
can prevent the delivery of a shock, behavior is initially dominated by central amygdala-
mediated Pavlovian reactions like freezing [41,42]. However, the proactive responses that
influence aversive stimuli engage basal amygdalar outputs to the ventral striatum [43]. Thus,
information about threat-predictive cues is integrated in the lateral amygdala [41], as in a purely
Pavlovian paradigm, but are routed to distinct output projections depending on the animal’s
ability to exert control.

Convergent cross-species evidence suggests that the ventromedial prefrontal cortex (vmPFC)
plays a central role in the calibration of defensive systems through estimates of agency. A circuit
including the vmPFC and striatum is crucial for the detection of control over both aversive and
appetitive outcomes [7,44], while vmPFC projections to serotonergic nuclei in the midbrain
facilitate a desensitized response to stressors as a result of learned control [22]. Work on
signaled avoidance suggests a similar role for the vmPFC, which suppresses defensive
reactions and facilitates proactive responses as the animal learns to gain control over its
circumstances [23]. In this context the vmPFC may act as a toggle between different amygdalar
pathways encoding mutually exclusive responses to conditioned cues. We argue that the
transition between distinct functional output circuits of the amygdala instantiates a shift along a
continuum between reactive and proactive responses to conditioned threats, which is cali-
brated by the vinPFC on the basis of agency estimates.
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Human neuroimaging studies largely corroborate this neural model. Individuals who learn an
active response to avoid a predicted shock exhibit greater neural synchrony between the
amygdala, the medial PFC, and the striatum than those who do not learn [45]. A similar recent
study found that subjects who are able to actively avoid shock receipt show greater activity in
the striatum and vmPFC than those who experience passive omission of shock [29]. Moreover,
active avoiders exhibited greater vmPFC activation and reduced levels of Paviovian responses
during uncontrollable presentations of a threat-predictive cue the following day. Control over an
anticipated fear-relevant stimulus increases vmPFC activation and amygdalar—-vmPFC con-
nectivity in patients with specific phobia [46], and individuals who report greater reliance on
proactive coping strategies in their everyday lives exhibit increased vmPFC activation in
response to an uncontrollable stressor [47]. Ethologically inspired fMRI studies have demon-
strated that distal threats tend to engage the vimmPFC, which is associated with the effective
evasion of danger [40]. Controllability may produce a similar effect on the brain networks
engaged by environmental threats, allowing recruitment of the vmPFC and other regions
necessary to plan and implement complex threat prevention strategies [14]. Collectively these
findings suggest that engagement of the amygdalar—striatal-vmPFC circuitry appears to play a
critical role in the assessment and lasting behavioral consequences of control across a variety
of mammalian species.

Real-World Controllability and Its Behavioral Consequences

Here we have proposed that individuals’ life experiences of control give rise to an estimate of
agency that informs their action tendencies. This notion closely resembles earlier psychological
formulations of ‘self-efficacy’ beliefs [48], or a ‘locus of control’ [49,50], indexing whether
environmental events are construed to be predominantly under their own ‘internal’ control or
determined by ‘external’ factors. While these frameworks conceptualize control beliefs as
stable trait-like characteristics, our account focuses on the dynamics of their construction as
well as their potential for experience-dependent change.

How estimates of agency are inferred during development and how they shape behavioral
trajectories has been a topic of little study. In infants, contingent positive outcomes facilitate and
non-contingent outcomes impair subsequent instrumental learning and exploratory behavior,
suggesting that controllability is assessed and generalizes to later behavior from early in
development [51-53]. Control over aversive outcomes (e.g., hunger, threat) in infancy is
achieved primarily through contingent caregiver responding. Accordingly, maternal respon-
siveness has been proposed to provide a foundation for control expectancies in infancy [54].
Recent work in rodents suggests that experiencing control over a stressor in adolescence
promotes a proactive behavioral profile in adulthood [55]. This long-lasting effect depends on
the same vmPFC region that is critical for the effects of control in adulthood, suggesting that
early control experiences may promote a lasting bias toward proactive coping strategies. An
important question for future research is whether there are specific ‘sensitive periods’ during
development in which controllability, or a lack thereof, exerts particularly pronounced and
persistent effects on an individual’s behavioral repertoire.

Insight into the effects of high- and low-control rearing environments on affective and cognitive
development may also be gleaned from studies examining the differential consequences of
high and low socioeconomic status [56]. Low socioeconomic status (SES) is defined by a
reduction in the ability to secure and control positive reinforcement and is associated with
increased exposure to uncontrollable adversity (e.g., illness, eviction, violence). Low childhood
SES is associated with deficits in working memory and cognitive control [57] and in the
executive functions needed to support goal-directed behavior, as well as heightened risk
for anxiety and depression [58]. Consistent with our suggestion that such effects may reflect a
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low degree of environmental control, a key mediator of these behavioral outcomes is a high
reported level of chaos in the home [59].

More generally, uncontrollable adverse life experiences are a primary risk factor for anxiety,
mood, and stress-related disorders as well as substance abuse [60,61]. This increased
vulnerability to multiple forms of psychopathology may stem in part from a common underlying
shift toward a reactive behavioral profile due to estimates of low agency [62]. Such an etiological
account suggests potential treatment approaches for these disorders that incorporate training
in proactive coping behaviors [63].

Concluding Remarks and Future Perspectives

In the conceptual framework presented here, discovering contingent action—outcome
associations yields an inference of control and repeated experiences of control over positive
or negative reinforcers are aggregated into an estimate of agency. Agency, or the perceived
breadth of one’s influence, is then used to calibrate behavioral responses in novel scenarios on
a continuum ranging from proactive to reactive. This process of inference and generalization
allows both humans and animals to draw on past experiences with control (or the lack thereof)
to determine how best to respond to new environmental challenges. Future work is needed to
clarify the principles that govern this generalization process [9,64] (see Outstanding Questions).
We emphasize that, depending on an individual’s experience, both proactive and reactive
responses can be adaptive. Goal-directed and exploratory behaviors can be advantageous in
situations that are likely to be manageable through action, while relatively invariant behaviors
drawn from an innate repertoire are advantageous in situations presumed to be unmanageable.
The acquisition of agency estimates and their resulting influence on behavior depend on a
complex brain circuitry including prefrontal, striatal, and amygdalar components. Controllability
also modulates the functioning of multiple neuromodulatory systems (e.g., serotonin, dopa-
mine, endocannabinoids) that are centrally implicated in the control of motivated behavior
[65-68], although their detailed mechanistic roles within this functional architecture are not
presently well understood. We propose that experience-dependent changes within these
circuits exert an organizing role in cognitive and emotional functioning, giving rise to individual
differences in the behavioral strategies used to cope with environmental challenges. Greater
clarity on how controllability of life experiences differentially influences behavior across the
lifespan may inform our understanding of the developmental origins of such differences.
Importantly, while extensive research has focused on stressful life experiences as a risk factor
for psychopathology, the perspective we have presented, supported by a large theoretical and
empirical literature [1-3], suggests that the behavioral effects of negative (or positive) life
experiences depend critically on the individual’s degree of control over those outcomes.
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Outstanding Questions

What are the inferential principles gov-
erning the generalization of controlla-
ble or uncontrollable experiences?

Are there sensitive periods during
development in which controllability
of reinforcement exerts particularly
persistent effects?

Multiple neuromodulatory systems are
sensitive to the controllability of expe-
rience. What roles do these systems
play in the inference and behavioral
consequences of control?
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